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Abstract 

Objective: Triple-negative breast cancer (TNBC) poses significant diagnostic challenges due to its 
aggressive nature. This research develops an innovative deep learning (DL) model based on the latest 
multi-omics data to enhance the accuracy of TNBC subtype and prognosis prediction. The study focuses 
on addressing the constraints of prior studies by showcasing a model with substantial advancements in 
data integration, statistical performance, and algorithmic optimization. 
Methods: Breast cancer-related molecular characteristic data, including mRNA, miRNA, gene 
mutations, DNA methylation, and magnetic resonance imaging (MRI) images, were retrieved from the 
TCGA and TCIA databases. This study not only compared single-omics with multi-omics machine 
learning models but also applied Bayesian optimization to innovatively optimize the neural network 
structure of a DL model for multi-omics data. 
Results: The DL model for multi-omics data significantly outperformed single-omics models in subtype 
prediction, achieving a 98.0% accuracy in cross-validation, 97.0% in the validation set, and 91.0% in an 
external test set. Additionally, the MRI radiomics model showed promising performance, especially with 
the training set; however, a decrease in performance during transfer testing underscored the advantages 
of the DL model for multi-omics data in data consistency and digital processing. 
Conclusion: Our multi-omics DL model presents notable innovations in statistical performance and 
transfer learning capability, bearing significant clinical relevance for TNBC classification and prognosis 
prediction. While the MRI radiomics model proved effective, it requires further optimization for 
cross-dataset application to enhance accuracy and consistency. Our findings offer new insights into 
improving TNBC classification and prognosis through multi-omics data and DL algorithms. 

Keywords: Artificial Intelligence; Deep Learning; Magnetic Resonance Imaging; Triple-Negative Breast Cancer; Multi-Omics; 
Prediction Model; Multi-Omics Analysis; Bayesian Optimization 

Introduction 
Breast cancer is one of the most common 

malignant tumors in women, and triple-negative 
breast cancer (TNBC) is one of the most invasive and 
aggressive subtypes of breast cancer [1]. TNBC lacks 
hormone receptors and HER2 overexpression, making 
it currently lacking effective targeted therapies [2-4]. 
Accurate classification prediction is crucial for 
guiding personalized treatment and prognosis 
assessment in patients [5-7]. However, currently, 

there is a lack of a unified and reliable classification 
method, and the diagnostic methods based on 
traditional clinical pathological characteristics and 
molecular markers also have certain limitations [8-10]. 
Therefore, it is important to conduct research to seek 
new and reliable predictive models. 

Genetic and epigenetic features as potential 
indicators for classification prediction are significant 
in breast cancer as they contribute to the diagnosis 
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and selection of treatment strategies, including gene 
mutations, DNA methylation, mRNA expression, and 
miRNA expression [11-13]. Each molecular feature 
can provide richer biological information and 
contribute to breast cancer classification prediction. 
However, the accuracy and robustness of 
classification prediction solely using these molecular 
features remain limited. Approaching from the 
perspective of integrating multi-omics data can cover 
more levels of information, thereby improving the 
accuracy and reliability of predictive models [14]. 
Therefore, this study utilized various molecular 
feature data of TNBC subtyping from public 
databases such as TCGA and TCIA, including mRNA, 
miRNA, gene mutations, and DNA methylation, as 
well as magnetic resonance imaging (MRI) radiomics 
data, to construct a more comprehensive and accurate 
classification prediction model. 

Deep learning (DL), as the latest generation of 
artificial intelligence technology, has made significant 
progress in areas such as image and speech 
recognition, natural language processing, etc. [15-17]. 
Similarly, DL has also shown great potential in the 
medical field [18-20]. In this study, we applied DL 
techniques to establish predictive models to further 
improve TNBC classification prediction accuracy. 
Specifically, we adopted DL models for multi-omics 
data and MRI radiomics DL models and optimized 
the neural network structure using Bayesian 
optimization methods [21, 22]. The integration of 
these models may enhance our understanding of 
TNBC subtyping classification and provide more 
reliable evidence for clinical decisions. 

The primary goal of this investigation was to 
assess the effectiveness of various machine learning 
and DL approaches in predicting the classification of 
TNBC. We aimed to enhance the precision and 
reliability of these predictions by leveraging 
multi-omics data alongside advanced DL techniques. 
In particular, the study compared the efficacy of 
single-omics machine learning models against more 
sophisticated DL models for multi-omics data and 
MRI radiomics DL models. The evaluation of these 
models was thorough, utilizing cross-validation and 
transfer testing methodologies. Key metrics employed 
for assessment included accuracy, precision, recall, F1 
score, and the area under the receiver operating 
characteristic (ROC) curve (AUC), providing a 
comprehensive analysis of each model's strengths and 
limitations. Through this research, we anticipated 
developing more accurate and dependable tools for 
classifying and diagnosing TNBC subtyping, thereby 
facilitating personalized treatment options for 
patients and enhancing the accuracy and robustness 
of prognosis assessment and clinical decision-making 

specific to TNBC cases. 
TNBC is a notably malignant and invasive 

subtype of breast cancer, making accurate and reliable 
classification a crucial aspect of clinical management. 
This study endeavored to refine TNBC classification 
accuracy and dependability by exploiting multi-omics 
data and implementing DL methodologies. By 
integrating a broad spectrum of molecular features 
and employing cutting-edge DL technologies, we 
developed predictive models, notably DL models for 
multi-omics data and MRI radiomics DL models 
(Figure 1). Through meticulous performance evalu-
ation and model comparison, this research aimed to 
furnish clinicians with more effective tools for TNBC 
classification, thereby enabling personalized patient 
treatment strategies and improving the precision and 
stability of prognosis assessments. 

Materials and Methods 

TCGA database utilization and data 
compilation 

Data were retrieved from the TCGA database 
(https://cancergenome.nih.gov/), which facilitated 
the download of the TCGA-BRCA dataset (The 
Cancer Genome Atlas, TCGA; Breast Invasive 
Carcinoma, BRCA). The dataset encompassed various 
data types, including 1,089 cases of copy number 
variation (CNV) data, 977 cases of mutation data, 
1,097 cases of methylation data, 1078 cases of miRNA 
expression data, 1093 cases of mRNA expression data, 
and 137 samples from the TCGA-BRCA-MRI dataset. 
Relevant data were downloaded based on sample IDs 
from the TCIA (The Cancer Imaging Archive) 
database and were supplemented with clinical 
information (Supplemental File 1-2). The classification 
of samples as TNBC was determined based on the 
negative status of Estrogen Receptor (ER), 
Progesterone Receptor (PR), and Human Epidermal 
Growth Factor Receptor 2 (HER2). Given the public 
nature of these databases, ethical approval or 
informed consent was not requisite for the utilization 
of this data. 

Transcriptomic features extraction and 
classification prediction model construction 

Differentially expressed genes (DEGs) were 
selected using the R language limma package, with 
|logFC| > 2 and P < 0.05 as filtering criteria. The 
MAD (Median Absolute Deviation) for each gene was 
calculated based on the differential gene expression 
profiles, and the bottom 50% of genes with the 
smallest MAD were removed. The most significant 
DEGs (|logFC| > 4 and P < 0.005) were selected for 
LASSO regression model construction. A 
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multivariable logistic regression model was built to 
classify TCGA-BRCA samples based on the selected 
genes, using the λ value for gene selection [23]. 

Mutation features extraction and classification 
prediction model construction 

Genes with high frequencies of mutation events 
were selected. Then, a LASSO regression model was 
employed to choose genes, and a subgroup composed 
of multiple feature genes was created. A multivariable 
logistic regression model was subsequently 
constructed to classify TCGA-BRCA samples, and the 
AUC value was computed [24]. 

MRI image dataset  
The study participants were selected from the 

Duke-Breast-Cancer-MRI and TCGA-BRCA-MRI 

datasets available in the public Cancer Imaging 
Archive (TCIA) provided by the National Cancer 
Institute (NCI) in the United States. The following 
criteria were excluded: (1) preoperative interventions, 
such as neoadjuvant therapy or tumor resection that 
affected the tumor morphology prior to the MRI 
examination; (2) multiple malignant lesions, which 
could affect the accuracy of the binary classification 
due to the presence of multiple image features in cases 
of multiple breast cancers; (3) incomplete clinical or 
pathological information. Finally, 874 samples from 
Duke-Breast-Cancer-MRI and 84 samples from 
TCGA-BRCA were retained. The samples from 
Duke-Breast-Cancer-MRI were randomly divided into 
a training set and a validation set in a 7:3 ratio, while 
the TCGA-BRCA images were used as an external test 
set. Two experienced radiologists, with 6 and 4 years 

 

 
Figure 1. Construction process of the DL prediction model.     
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of experience, respectively, confirmed the index 
lesions in each MRI image. Multiple views of the 
indexed tumor images were captured, including 
longitudinal and transverse sections. Tumor size was 
measured in the longitudinal section. All imaging 
data and clinical data were obtained from public 
databases. Therefore, ethical approval or informed 
consent was not required [25]. 

MRI Image model dataset processing 
Like most other studies using such models in the 

medical field, we trained our model on the 
Duke-Breast-Cancer-MRI dataset. To fine-tune the 
model, we used a training and validation setting. The 
model was trained to learn image patterns for each 
class on the training set (70%), while the validation set 
(30%) was initially not visible during training and, 
therefore, excluded from the samples. Data were 
partitioned in the sample space rather than the image 
space, so different images of the same sample were 
placed in one of these two groups and appeared in 
only one group. To demonstrate the transferability of 
the model, we tested it on the "TCGA-BRCA" dataset 
from TCIA [26]. 

MRI image preprocessing 
The MRI head image dataset was collected, and 

each original MRI image was divided into 
overlapping local blocks with a size of 32×32 pixels. 
The adaptive histogram equalization algorithm 
(CLAHE method) was applied to each local block 
with the following parameters: contrast limit 
(clipLimit) set to 2.0 and grid size (tileGridSize) set to 
8×8. The locally equalized image blocks were further 
fused using the mean fusion method. The fused image 
was then standardized by scaling the pixel values to 
the range of [0-1], achieved by dividing each pixel 
value by 255. This approach ensured uniform model 
input sizing and mitigates the noise present in the 
external image, addressing the issue of intensity 
heterogeneity in MRI to ensure the correct learning of 
head image segmentation information by the model 
[27], resulting in improved robustness and accuracy of 
the Mask R-CNN model [28]. 

Object detection and segmentation of image 
regions using the Mask R-CNN model 

To ensure consistency of the input data, a 
histogram equalization algorithm was applied, 
followed by resizing the images to a fixed size of 
256×256 pixels and performing grayscale 
normalization. Tumor regions in MRI images were 
manually annotated by expert radiologists using 
OsiriX software. Each annotation for an image should 
include bounding boxes and pixel-level segmentation 

masks to support object detection and pixel-level 
segmentation tasks. The Mask R-CNN model was 
constructed and trained using the PyTorch DL 
framework. The stochastic gradient descent (SGD) 
optimization function was employed during training, 
and the model's weights were adjusted to accurately 
detect and segment tumor regions. Pretrained weights 
from the Mask R-CNN model were used as initial 
weights and fine-tuned on the "Duke-Breast-Cancer- 
MRI" dataset. The network architecture was modified 
to accommodate MRI images by changing the input 
channel size, and hyperparameters such as learning 
rate, batch size, and iteration count were specified. 
The performance of the trained model was evaluated 
on a validation set, measuring metrics, such as 
accuracy, recall, F1 score for object detection, and Dice 
coefficient for pixel-level segmentation. Cross- 
validation was performed by splitting the dataset into 
non-overlapping folds to provide an average 
evaluation of the results. The trained model was then 
used to detect, classify, and segment targets in newly 
unseen MRI images, and the results were 
quantitatively evaluated by comparing them with 
manual annotations. Analysis of error types and 
common mistakes was conducted, and adjustments 
and improvements were made accordingly based on 
specific situations [29]. 

Training, validation, and transfer learning of an 
MRI image binary classification model using 
SE-ResNet101 

SE-ResNet101 is a deep convolutional neural 
network model commonly used for image 
classification tasks. For binary classification, its output 
is typically passed through a fully connected layer 
and applies a softmax or sigmoid activation function 
to obtain classification probabilities. The formula for 
SE-ResNet101 in a binary classification task is as 
follows:  

Feature Extraction: SE-ResNet101 consisted of 
convolutional layers, batch normalization layers, and 
activation functions to extract features from input 
images. This part could be represented as follows: 

𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅101(𝑥𝑥) 

𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 represented the extracted features from 
the input image. The Squeeze-and-Excitation (SE) 
module was used to learn the importance of each 
channel's feature. It consisted of two operations: 
Squeeze and Excitation. In the Squeeze operation, the 
feature map was compressed into a global 
representation using global average pooling (GAP). 

𝑧𝑧 = 𝐺𝐺𝐺𝐺𝐺𝐺(𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓) 

Among them, z represented the global 
description. 
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Figure 2. Constituents of SEResNet101 architecture.     

 
The excitation operation employed a small, fully 

connected neural network to learn the weights for 
each channel in order to capture the significance of 
features within the channel. This neural network 
typically consisted of one or more fully connected 
layers. Assuming that the output of this neural 
network was a vector, the excitation operation could 
be represented as: 

𝑠𝑠 = 𝜎𝜎 �𝑊𝑊2�𝛿𝛿𝑊𝑊1(𝑧𝑧)�� 

In this context, the activation function, 
commonly ReLU or sigmoid, represented Dropout or 
other regularization operations. Additionally, they 
were the weight matrices of two separate and fully 
connected layers. Feature reweighting entailed 
utilizing the learned weight vector to reweight the 
original feature map, denoted as 𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓: 

𝐹𝐹𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓⊙s 

In this regard, the symbol ⊙ is used to denote 
element-wise multiplication. 

Classification Section: The feature map after 
heavy re-weighting processing was passed to a fully 
connected layer, and then softmax or sigmoid 
activation function was applied to obtain the output 
probability for the binary classification task: 

𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝜎𝜎 �𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�𝐹𝐹𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡𝑡𝑡�� 

Among them, 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the output probability for 
binary classification tasks, 𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the weight matrix 
used for classification, and 𝜎𝜎 is the sigmoid activation 
function. 

The model was typically trained using the 
Cross-Entropy Loss function and optimized through 
gradient descent to update the weights and minimize 
the loss function. In the SEResNet101 architecture, the 
output bounding box cropping parameters for the 
detected abnormal regions by Mask R-CNN are fed 
into SEResNet101 for classification. Figure 2 illustrates 
the SEResNet101 model, which consists of 16 residual 
blocks. Each block comprises a 1×1 convolutional 
layer, a 3×3 convolutional layer, and another 1×1 

convolutional layer. The residual connections 
extended from the beginning to the end of each block. 
The output of the final block was connected to a fully 
connected layer through a sigmoid function to obtain 
the probabilities for binary classification prediction. 

Each block consisted of a 1×1 convolutional 
layer, a 3×3 convolutional layer, and another 1×1 
convolutional layer. The bounding boxes detected by 
Mask R-CNN were used to crop the lesions on three 
images, with the output being the probability of a 
positive diagnosis. A probability greater than or equal 
to 0.5 indicated a positive result, while a probability 
less than 0.5 indicated a negative result [27]. 

Processing of genomic multimodal data in 
gene omics models 

Genomic data, including CNV data, mutation 
data, methylation data, miRNA expression data, and 
mRNA expression data, were selected from the TCGA 
database as the source of raw data for the testing set of 
the gene omics multimodal DL model. Samples and 
features with missing data exceeding 20% were 
filtered, and the "impute" package in R was used to 
further address missing values in the omics dataset. A 
total of 840 samples were retained for training, 
validation, and testing of the DL model. Among them, 
the testing set consisted of 137 samples from the 
"TCIA-BRCA-MRI" dataset, while the training and 
validation sets were randomly partitioned after 
excluding the testing set [30]. 

Dimensionality reduction and DL model 
construction for multi-omics data 

In this study, we utilize the neighborhood 
component analysis (NCA) for feature selection and 
dimensionality reduction of multi-omics data. The 
multi-omics data feature set is defined as X = {x1, x2, 
x3, ..., xn} ∈ RP, where each feature corresponds to the 
classification information ci for each sample. This 
results in an n × p matrix consisting of n samples and 
p feature variables. NCA achieves dimensionality 
reduction by constraining the quadratic distance 
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metric to a low rank. The lower-level distance metric 
can be defined as follows: 

𝑑𝑑(𝑥𝑥,𝑦𝑦) = (𝑥𝑥 − 𝑦𝑦)𝑇𝑇(𝑧𝑧 − 𝑦𝑦) = (𝐴𝐴𝐴𝐴 − 𝐴𝐴𝐴𝐴)𝑇𝑇(𝐴𝐴𝐴𝐴 − 𝐴𝐴𝐴𝐴) 

Under the objective function presented below, 
the inability to access testing data during training 
necessitates the utilization of Leave One 
Outperformance. 

𝑓𝑓(𝐴𝐴) = � � 𝑝𝑝𝑝𝑝𝑝𝑝
𝑗𝑗∈𝐶𝐶𝑖𝑖𝑖𝑖

= �𝑝𝑝𝑝𝑝
𝑖𝑖

 

In MATLAB R2019b, a two-layer neural network 
model is built for a binary classification task. The 
target is optimized using a cross-entropy loss 
function. The loss function and hyperparameters are 
optimized through scaled conjugate gradient 
backpropagation and Bayesian hyperparameter 
optimization (Bayes-Opt). The hidden layer uses a 
symmetric hyperbolic tangent activation function 
with an initial mean of zero, while the output layer 
uses a sigmoid function with adjustable parameters 
for output. The output values of the neural network 
range between 0 and 1, which are used to determine 
the binary classification result: 

𝐶𝐶𝐶𝐶 = �
−𝑙𝑙𝑙𝑙𝑙𝑙(𝑓𝑓(𝑠𝑠1))𝑖𝑖𝑖𝑖𝑡𝑡1 = 1

−𝑙𝑙𝑙𝑙𝑙𝑙(1 − (𝑓𝑓(𝑠𝑠1))𝑖𝑖𝑖𝑖𝑡𝑡1 = 0
� 

In this study, when t1 = 1, it signifies the 
assignment of sample C1 = Ci. The optimization of the 
entire network and its parameters was conducted 
using grid search and Bayes-opt optimization. The 
basic formulas are presented as follows: 

𝑥𝑥∗ = 𝑎𝑎𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥∈𝑢𝑢𝑃𝑃(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠|𝑥𝑥) 

The objective function can be substituted with 
mean square error or cross-entropy, and the optimal 
surrogate function can be found utilizing a set of 
hyperparameters that yield the best model 
performance. These functions are iteratively applied 
to the actual objectives [31]. 
Results 
Analysis of differential gene expression and 
diagnostic performance of models in 
TNBC-positive and -negative samples 

We compared the mRNA expression profiles of 
TNBC-positive and -negative samples and found a 
10.9% (P < 0.05) difference in gene expression between 
TNBC-positive and -negative samples. Among them, 
TNBC-positive samples had 718 upregulated genes 
and 444 downregulated genes (Figure S1A). To 
investigate the characteristics of these DEGs further, 
we conducted GO and KEGG pathway enrichment 
analysis. The GO enrichment analysis results showed 
that DEGs in TNBC-positive samples were mainly 

enriched in hormone regulation and immune 
cell-related pathways (Figure S1B). Additionally, 
through KEGG enrichment analysis, we found that 
DEGs in TNBC-positive samples were enriched in 
cytokine-related pathways (Figure S1C). 

At the transcriptomic level, we selected DEGs for 
LASSO regression and used the LASSO results to 
select 22 genes for multivariate logistic regression 
machine learning (Figure 3A-B). Subsequently, we 
plotted the survival curves and compared the survival 
times between the high-risk and low-risk groups. 
Compared to the validation set, the model 
demonstrated more significant differences in the 
training set (Figure 3C-D). Finally, the ROC curve 
displayed the relationship between the true positive 
rate and the false positive rate of the model's 
predictions. The results showed that the AUC of the 
model in the training set was 0.892, while in the 
validation set, it was 0.731 (Figure 3E-F). This 
indicates that the model has good diagnostic ability. 

Characteristics of miRNA-seq in 
TNBC-positive samples and evaluation of a 
multivariate logistic regression model 

We conducted a detailed study on the 
characteristics of miRNA-seq in TNBC-positive and 
-negative samples. In the miRNA-seq in 
TNBC-positive samples, the expression of miR-21, 
miR-155, and miR-210 increased significantly (Figure 
S2A-D, Figure S3A-B, Figure S4A-D). Through 
selection, we constructed a LASSO regression model 
to determine DEGs, resulting in a combination of 12 
miRNAs (Figure 4A-B). Based on this, we established 
a multivariate logistic regression model. We plotted 
the survival curves and compared the survival times 
between the high-risk and low-risk groups. 
Compared to the validation set, the model showed 
more significant differences in the training set (Figure 
4C-D). Finally, we displayed the relationship between 
the true positive rate and false positive rate of the 
model's predictions through the ROC curve. The 
results showed that the AUC of the model in the 
training set was 0.759, while in the validation set, it 
was 0.719 (Figure 4E-F). This indicates that the model 
has good diagnostic ability. 

Analysis of mutation status and associated 
TMB mutation genes in TNBC-positive and 
-negative samples 

We compared the mutation status of 
TNBC-positive and -negative samples and found that 
missense mutations were the most common, mainly 
single nucleotide polymorphisms. Notably, the 
mutation frequencies of PIK3CA, TP53, TTN, CDH1, 
GATA3, MUC16, MAPJK1, KMT2C, HMCN1, and 
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ALG were higher in TNBC-positive samples (Figure 
S5A-F). For selecting TMB mutation genes, we 
employed a LASSO regression model to select feature 
genes and identified a set consisting of 5 mutation 

genes (Figure 5A-B). Based on these results, we 
established a multivariate logistic regression model, 
which achieved an AUC of 0.978 in the training set 
and 0.909 in the validation set (Figure 5C-D). 

 

 
Figure 3. TNBC classification prediction based on mRNA-seq data features. Note: (A) Regularization path plots demonstrate the changes in model coefficients at 
different λ values for LASSO regression. The optimal λ value is determined through cross-validation and indicated by a vertical dashed line in the plot. (B) Model coefficients vary 
with λ, which helps in selecting the appropriate λ value for model sparsity. (C-D) Survival curves for the training and validation sets compare the survival time of high-risk and 
low-risk groups. The p-value indicates statistically significant differences between the two groups. (E-F) ROC curves for the training and validation sets illustrate the relationship 
between the true positive rate and the false positive rate of the model predictions. Additionally, the AUC value is provided to evaluate the diagnostic ability of the model. 
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Figure 4. Machine learning model for TNBC subtyping prediction based on miRNA-seq data features. Note: (A) The regularization path plot of LASSO regression 
illustrates the variation of model coefficients at different λ values. The optimal λ value is determined by cross-validation and can be observed from the vertical dotted line in the 
plot. (B) The model coefficients are shown as λ changes to facilitate the selection of λ for model sparsification. (C-D) The survival curves of the model's training and validation sets 
compare the survival times between high-risk and low-risk groups, with p-values indicating statistically significant differences between the two groups. (E-F) The ROC curves of 
the model's training and validation sets demonstrate the relationship between the true positive rate and false positive rate, as well as the AUC value, which is used to assess the 
diagnostic ability of the model. 
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Figure 5. Machine learning model for TNBC subtyping prediction based on mutation data features. Note: (A) The regularization path plot of LASSO regression 
shows the variation of model coefficients at different λ values. The optimal λ value is determined through cross-validation and can be seen from the vertical dotted line in the plot. 
(B) The model coefficients are shown as λ changes to aid in the selection of λ for model sparsification. (C-D) The ROC curves of the model's training and validation sets display 
the relationship between the true positive rate and false positive rate, as well as the AUC value, which is used to evaluate the diagnostic ability of the model. 

 

Analysis of DNA Methylation Features and the 
Multivariate Logistic Regression Model 

We compared the features of DNA methylation 
in TNBC-positive and -negative samples and selected 
472 genes with frequent methylation events. After 
using a LASSO regression model to screen the genes, 
we identified a combination of 20 methylation genes 
(Figure 6A-B). Based on this, we established a 
multivariate logistic regression model, which yielded 
an AUC of 0.773 in the training set and 0.707 in the 
validation set (Figure 6C-D). 

Successful classification of TNBC subtyping 
using a DL model based on multi-omics data 

We integrated 22 mRNA, 12 miRNA, 5 gene 
mutations, and 20 DNA methylation predictive 
markers to construct a predictive model with better 
performance. We then used a LASSO regression 
model to model all predictive markers and optimized 

the regularization parameters and hidden layer 
structure of the neural network using Bayesian 
Optimization with 10-fold cross-validation. The final 
neural network model consisted of two hidden layers 
with 7 nodes each and had two output categories. The 
regularization parameter was set to 0.9999. We used a 
"trainscg" training function and the scaled conjugate 
gradient method to update the weights and biases. 
Using cross-entropy as the performance evaluation 
criterion, we built a comprehensive overall model. 

On the TCGA-BRCA dataset, based on the 
feature scores, this multi-omics training model 
classified samples into TNBC and non-TNBC. The 
model achieved prediction accuracies of 98.0%, 97.0%, 
and 91.0% on the training set, validation set, and 
external testing set, respectively (Figure 7A-F). The 
classification results of the model are shown in Table 
S1. The accuracy, precision, recall, and F1 score values 
indicate that the multi-omics DL model has high 
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accuracy in identifying the TNBC regular samples. 
The high AUC values of the training and validation 
set ROC curves indicate that the model successfully 
avoided overfitting of the neural network model. 
Additionally, the AUC-ROC values for the binary 
classification task exceeded 0.91, indicating that the 
model effectively distinguishes between the two 
sample categories (Figure 7G-I). 

Predictive classification and performance 
evaluation of TNBC using MRI image DL 
models 

In this study, we utilized an MRI image DL 
model for the predictive classification of TNBC. These 
images underwent independent blind review by two 
experienced breast radiologists to ensure objectivity 
in the analysis. By employing precise image 
processing techniques, we accurately determined the 
location of the primary tumor and performed tumor 
segmentation in the MRI images using the calculated 

fuzzy mean algorithm. Subsequently, we conducted 
quantitative radiomics analysis to extract 38 radiomic 
features, encompassing various aspects such as tumor 
size, shape, morphology, and texture, which were 
categorized into four MRI phenotypic types: size, 
shape, morphology, and texture. 

Following the training and validation of the 
dataset based on these radiographic features, transfer 
testing was performed on the TCIA-BRAC dataset. 
The model's performance was evaluated using 
metrics, such as accuracy, precision, recall, F1 score, 
and AUC (Table S2). Results for the training set are 
displayed in Figures 8A, 8D, and 8G, while the 
validation set results are presented in Figures 8B, 8E, 
and 8H. Additionally, Figures 8C, 8F, and 8I illustrate 
the results of the transfer testing set. Through analysis 
of the confusion matrix, it was observed that the 
MRI-based DL algorithm achieved an accuracy of 89% 
on the training set samples for TNBC diagnosis, 78% 
on the validation set samples, and 68% on the transfer 

 

 
Figure 6. Machine learning model for TNBC subtyping prediction based on DNA methylation features. Note: (A) LASSO regression algorithm is employed to 
select the optimal DNA methylation features. (B) The AUC of the DNA methylation model in the training set. (C) The AUC of the DNA methylation model in the validation set. 
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testing set samples. The AUC ROC results for binary 
classification demonstrated that the MRI-based DL 
algorithm achieved classification accuracies of 92% on 
the training set samples, 90% on the validation set 
samples, and 80% on the transfer testing set samples. 

Furthermore, we conducted a detailed 
investigation of representative MRI images in which 
the model made misclassifications in the validation 
and testing sets (Figure S6A-H). It was observed that 
false-positive samples tended to have larger tumor 
sizes and irregular shapes, while false-negative 
samples often had smaller tumor sizes and exhibited 
overlapping shapes and tumor edge diffusion 
characteristics with normal tissue on vascular 
imaging. This finding suggests that although DL 
models have demonstrated strong predictive 
potential, it is still necessary to refine feature 
extraction further to improve model performance, 
particularly in comprehensive training set fitting and 
enhancing diagnostic accuracy for TNBC. 

Comparative evaluation of TNBC subtyping 
predictive performance based on ROC curve 
analysis 

In our study, we evaluated the performance of a 
single genomics machine learning model and two DL 
models in predicting subtypes of TNBC by comparing 
the ROC curves (Table S3). Based on the AUC values, 
the DL models for multi-omics data outperformed the 
single-genomics machine learning model in terms of 
predictive performance. Furthermore, the MRI 
radiomics DL model demonstrated superior accuracy 
to the single genomics machine learning model, and 
its accuracy was comparable to that of the multi-gene 
model. However, the multi-gene model exhibited 
higher accuracy in transfer testing than the MRI 
radiomics model. This difference may be attributed to 
the higher level of digitization and refinement of 
multi-gene features, while the MRI radiomics features 
are limited by errors in feature extraction and data 
processing, especially during cross-dataset transfer 
where they can be influenced by equipment and 
contrast agents, leading to biases. 

 

 
Figure 7. Gene multi-omics DL model for TNBC subtyping prediction. Note: (A) Confusion matrix of the gene multi-omics DL model on the training set. (B) 
Confusion matrix of the gene multi-omics DL model on the validation set. (C) Confusion matrix of the gene multi-omics DL model on the transfer test set. (D) AUC-RF curve 
of the classification on the training set. (E) AUC-RF curve of the classification on the validation set. (F) AUC-RF curve of the classification on the transfer test set. (G) AUC-ROC 
curve of the classification on the training set. (H) AUC-ROC curve of the classification on the validation set. (I) AUC-ROC curve of the classification on the transfer test set. 
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Figure 8. MRI-based DL model for TNBC subtyping prediction performance. Note: Confusion matrices of the MRI image DL model on the training set (A), validation 
set (B), and transfer test set (C); AUC-RF curves of the classification on the training set (D), validation set (E), and transfer test set (F); AUC-ROC curves of the classification on 
the training set (G), validation set (H), and transfer test set (I). 

 

Discussion 
The present study assessed the predictive 

capabilities of various machine learning and DL 
models on the subtypes of TNBC, a critical endeavor 
for tailoring personalized treatment strategies [32, 33]. 
Considering molecular features such as mRNA, 
miRNA, gene mutations, and DNA methylation, 
alongside MRI imaging data from the TCGA and 
TCIA databases, we developed and compared 
multiple predictive models. This approach aimed to 
construct and optimize distinct models for 
single-omics machine learning, DL-based multi-omics 
data integration, and MRI radiomics DL, employing 
Bayesian optimization for neural network structure 
refinement. Model performance was rigorously 
evaluated through cross-validation and transfer 
testing methodologies [34-36].  

Our findings underscored the notable advantage 
of the DL model for multi-omics data in accurately 
predicting TNBC subtypes over models relying solely 
on single-omics data. This superiority suggests that 
the integration of diverse molecular features 
significantly improves prediction accuracy. Moreover, 
while the MRI radiomics DL model showed 
promising performance, a decline in efficacy during 
transfer testing highlighted potential issues related to 
data consistency and calibration within MRI datasets. 
Contrasting with previous research predominantly 
focused on single-omics data and conventional 
machine learning techniques [37], our study is 
distinguished by its comprehensive use of 
multi-omics data, including MRI radiomics, analyzed 
through advanced DL models [38-40]. This 
methodological advancement facilitates more 
complex and precise predictions of TNBC subtyping 
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subtypes [41]. We conducted a comprehensive 
evaluation of model accuracy, precision, recall, F1 
score, and AUC value to demonstrate the 
effectiveness of the models in distinguishing between 
triple-negative and non-TNBC. These metrics, widely 
recognized for evaluating predictive model 
performance, confirmed the robustness of our models 
in distinguishing between TNBC and non-TNBC 
cases. Our models demonstrated exemplary 
performance across these parameters, indicating their 
potential to significantly contribute to the field of 
TNBC subtyping diagnosis and treatment [42]. 

This study offers novel insights into enhancing 
diagnostic accuracy and personalizing treatment by 
integrating multi-omics data with DL technologies. 
Specifically, the high performance of the DL model for 
multi-omics data is attributed to its capacity to 
aggregate and analyze extensive biomolecular data 
[43], while the MRI radiomics model provides a 
non-invasive diagnostic approach [44]. The synergy of 
these models holds the potential to refine the 
classification of TNBC, thereby enabling the 
formulation of more precise treatment plans for 
patients [45]. 

The findings of this research can serve as a 
valuable tool to assist clinical decision-making. By 
predicting subtype outcomes, physicians can make 
more informed judgments about a patient's potential 
response to certain treatments, optimizing therapeutic 
strategies accordingly. Furthermore, these models 
have the potential to be integrated with other 
biomarkers or clinical parameters in the future, 
enhancing the accuracy and reliability of predictions. 
Accurate subtype prediction not only aids physicians 
in planning treatment but also empowers patients 
with more information about their disease state and 
treatment options [46]. This increase in information 
transparency and patient involvement is likely to 
improve treatment adherence and satisfaction among 
patients [47]. Our study also unveils the potential 
application of DL in medical diagnostics, indicating a 
promising direction for future research in medical 
technology and clinical practice. 

However, our study has several limitations. 
Firstly, despite analyzing a large volume of data, 
biases and restrictions inherent to our data sources 
persist. This condition suggests that our findings may 
be influenced by specific attributes of these sources, 
which may not be fully applicable across all patient 
groups. Secondly, our research involves the 
integration and analysis of multi-omics data, a 
process dependent on complex algorithms and 
workflows. Another aspect not adequately addressed 
in our study is the lack of original images from the 
DL-based multi-omics data integration approaches 

due to the vast amount of data generated by the DL 
models and an initial oversight in preserving 
complete raw analytical data. The findings were 
presented through charts and graphs to convey the 
experimental results clearly. The multi-gene deep 
learning approach and its results have shown 
potential clinical application in TNBC diagnosis and 
prognosis prediction. The high accuracy, precision, 
recall, and excellent AUC performance indices of our 
model indicate prospects for aiding diagnostic and 
personalized treatment decisions.  

Future studies are needed to collect and publicly 
share original image data for detailed evaluation. 
While these methods demonstrate potential 
advantages, they still require further optimization 
and detailed validation to ensure their applicability 
and stability in various contexts. Additionally, while 
the DL models showcased encouraging performance 
in our study, their inherent "black box" nature poses 
challenges to the interpretability and transparency of 
the models. This condition is particularly critical in 
the clinical decision-making process, where physi-
cians and patients often need to understand the logic 
behind decisions. Thus, further application of DL 
models should concentrate on improving their inter-
pretability and validating their clinical applicability. 

Another limitation of our study was the inability 
to include an external validation set to corroborate our 
findings further. This limitation is ascribed to 
significant challenges in acquiring suitable indepen-
dent clinical sample sets, particularly considering data 
accessibility and privacy issues. Therefore, although 
our models demonstrated good performance on 
internal datasets, their universal applicability in 
clinical practice requires cautious evaluation. 

Future research could be expanded in scale and 
sample size to enhance the models' stability and 
generalizability. Collaboration with other clinical 
studies and databases could help further validate the 
models' effectiveness and reliability. Moreover, 
integrating multi-omics data analysis with other 
bioinformatics data could deepen our understanding 
of carcinogenic mechanisms of TNBC subtyping. 
Lastly, further investigation into the interpretability 
and explainability of DL models could improve their 
reliability and acceptability in clinical practice. 

In summary, the scientific and clinical value of 
our study lies in exploring the application of 
integrating multi-omics data with DL models in 
TNBC subtyping subtype prediction, offering new 
methods and insights for personalized treatment and 
prognosis assessment of TNBC subtyping. Despite 
some limitations, advancements in future research 
will continue to propel TNBC subtyping research and 
clinical practice forward. 
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